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Abstract  

Support Vector Machines (SVM) is one of the most popular classification algorithms. 

SVM penalty parameter and the kernel parameters have high impact over the classification 

performance and the complexity of the algorithm. So, this brings the problem of choosing 

the suitable values for SVM parameters. This problem can be solved using meta-heuristic 

optimization algorithms. Salp Swarm Algorithm (SSA) and Crow Search Algorithm (CSA) 

are new meta-heuristic algorithms. SSA is a swarm algorithm that is inspired from a 

mechanism salps forming in deep ocean called salp chain. CSA algorithm is inspired by the 

intelligent behavior of crows. In this paper, SVM parameter optimization is done using SSA 

and CSA. German Credit dataset from the UCI data repository is used for the experiments. 

All experiments results are gathered from a 10-fold cross validation block. Evaluation criteria 

determined as accuracy, sensitivity, specificity and AUC. SSA and CSA gave accuracy 

results of 0.72±4.62 and 0.71±3.53 respectively. Also, ROC curves and box plots of the 

algorithms are given. CSA algorithm draws better graphs. 
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1. Introduction 

Support Vector Machines (SVM) is a learning methodology based on Structural Risk 

Minimization (SRM). SVMs can give good results on non-linear problems, but SVM 

performance highly depends on suitable parameters. Parameters directly affects the model 

performance. Therefore, Particle Swarm Optimization (PSO), Genetic Algorithm (GA) and 
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Grid Search (GS) have been used numerously in parameter optimization of SVMs [1-3]. 

However, GS algorithm is time consuming and PSO and GA algorithms often stuck in local 

optimums. Therefore, SVM parameter optimization needs new methods. 

Nowadays, optimization is used in many fields. Conventional methods are used for 

simple optimization problems, but computers are used for solving high level optimization 

problems. Many algorithms were developed for solving optimization problems. Each 

algorithm has advantages and disadvantages for any problem. Many different test problems 

are used in literature for testing performances of these algorithms. Because of the high usage 

of these problems, they became benchmarks. However, in real life situations, performances 

can be different from the ones achieved over benchmark problems. 

 Optimization is finding the best solution over all solutions in given conditions. Any 

problem with constraints involving unknown parameter values can be called an optimization 

problem [4]. 

Sometimes, creatures that doesn’t show any value by themselves can show great 

intelligence when they group up. Individuals belonging to a group make use of the behavior 

of the best individual or the all other individuals or their own experiences and use these as a 

tool to solve future problems. For example, an animal in a flock can react to a danger and 

this reaction moves in the flock to ensure all animals behave the same way against that 

danger. By observing these behaviors of animals, swarm intelligence algorithms are 

developed [5].   

Salp Swarm Algorithm (SSA) is a recently developed meta-heuristic algorithm [6]. 

SSA has the advantages of few parameters and strong global search. In this study, SVM 

parameter optimization has done using SSA and CSA [7]. German Credit dataset from UCI 

repository used for the experiments. 

Organization of the paper as follows: SVMs are defined, Swarm intelligence 

algorithms introduced, experiments and conclusion. 

 

2. Support Vector Machines 

Consider 𝑋 = {𝑥1, 𝑥2, … 𝑥𝑚} as a training set. 𝑦𝑖 = {−1, +1} corresponds to class 

values. Function 𝑓 ∶ 𝑋 → {±1} must be solved to find classes. 
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Structural Risk Minimization based SVMs try to find most suitable hyperplane 

between classes. While doing this, SVMs try to establish balance between exploitation and 

exploration. A class of hyperplanes are defined in search space 𝐻 in Eq. 1 where 𝑤, 𝑥 ∈

𝐻, 𝑏 ∈ 𝑅. 

< 𝑤, 𝑥 >  +𝑏 = 0                                                                          (1) 

Eq. 2 represents decision function. 

𝑓(𝑥) = 𝑠𝑔𝑛(< 𝑤, 𝑥 > +𝑏)                                                         (2) 

Vapnik proposed a method for finding the optimal hyperplane so that error rate in 

training set can be minimized. Eq. 3 should be solved to find optimal hyperplane. Eq 3. has 

the constraints in Eq. 4. 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝜏(𝑤) =  
1

2
||𝑤||2                                                         (3) 

𝑦𝑖(< 𝑤, 𝑥𝑖 > +𝑏) ≥ 1       ∀𝑖 ∈ {1, … , 𝑚}                               (4) 

Using the constraints in Eq. 4, for every 𝑦𝑖 =  +1, 𝑓(𝑥𝑖) becomes +1 and 𝑦𝑖 =  −1, 

𝑓(𝑥𝑖) becomes -1. Detailed information about these formulas can be found in Scholkopf and 

Smola’s work [8]. 

Upper method can only be applied to linearly separable spaces. Boser ve ark. [9] 

proposed a kernel-based approach for the non-linear spaces where maximal hyperplane is 

needed. It suggests changing scalar products in Eq. 4 with a non-linear kernel function (Eq. 

5). 

𝑦𝑖(𝐾(𝑤, 𝑥𝑖) + 𝑏) ≥ 1 − 𝜀𝑖 ,    ∀𝑖 ∈  {1, … , 𝑚}                         (5) 

Most popular kernel functions are given below: 

 Linear: 𝐾(𝑥𝑖, 𝑥𝑗) = (𝑥𝑖. 𝑥𝑗) 

 Polynomial: 𝐾(𝑥𝑖, 𝑥𝑗) = (𝛾𝑥𝑖. 𝑥𝑗 + 𝑐)𝑑 

 Radial Basis Function (RBF): 

 𝐾(𝑥𝑖, 𝑥𝑗) = 𝑒𝛾||𝑥𝑖−𝑥𝑗||2
 

Here, 𝑥𝑖 , 𝑥𝑗 represents examples, 𝑑 represents polynomial degree ve 𝛾 represents 

gauss value.  
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Figure 1. Euler diagram of the different classifications of metaheuristics [10] 

 

3. Optimization and Swarm 

Real time optimization problems are complicated and hard to solve. Generally, 

algorithms used in solving hard optimization problems have high computational burden and 

specifically design for a certain problem. Using these algorithms for different optimization 

algorithms is almost impossible. Therefore, heuristic algorithms are designed. Heuristic 

algorithms do not guarantee the best solution but works faster. 

Heuristic algorithms evaluate the search space and finds a solution very close to the 

best. But they do not guarantee finding the best solution. When these types of algorithms are 

developed, they use some information about the problem they are developed for, so they have 

some problem specific features and called heuristic algorithms. A* search, hill climbing 

algorithm and best first search are a few of the heuristic algorithms. 

Metaheuristic algorithms are not problem specific. ’Meta’ mean higher level in 

Greek. Metaheuristic algorithms can be denoted as higher-level heuristic algorithms. 

Metaheuristics are generally nature inspired and can be used for many different problems. 

Metaheuristics act like a black-box because they do not need specific information about the 
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optimization problem. Genetic Algorithm (GA), Ant Colony Optimization (ACO), Artificial 

Bee Colony (ABC) and Particle Swarm Optimization (PSO) are a few of the metaheuristic 

algorithms. Figure 1 shows the classification of metaheuristics. 

Characteristic of metaheuristics can be given [11]: 

 Metaheuristics    are    strategies    that “guide” the search process. 

 The goal is to efficiently explore the search space in order to find (near-) optimal 

solutions. 

 Techniques    which    constitute    meta-heuristic algorithms range from simple 

local search procedures to complex learning processes. 

 Metaheuristic algorithms are approximate and usually non-deterministic. 

 They may incorporate mechanisms to avoid getting trapped in confined areas of 

the search space. 

 The basic concepts of metaheuristics permit an abstract level description. 

 Metaheuristics are not problem-specific. 

 Metaheuristics    may    make    use    of domain-specific knowledge in the form 

of heuristics that are controlled by the upper level strategy. 

 Today’s more advanced metaheuristics use   search   experience (embodied   in 

some form of memory) to guide the search. 

Swarm intelligence algorithms are flexible and solid method that are developed 

inspired by animals’ swarm behaviors. ACO and PSO are two of the most used swarm 

intelligence algorithms. ACO algorithm mostly used in solutions of combinational 

optimization problems and PSO algorithm mostly used in continuous optimization 

algorithms. For example, routing problems (traveling salesman, vehicle routing etc.), 

assignment problems (graph coloring etc.), scheduling problems (open-shop scheduling etc.) 

can be solved using ACO and problems that needs function optimization in many different 

engineering fields can be solved using PSO. 

Swarm can be defined as discrete individuals influencing each other. Individuals can 

be a human or an ant. In swarms, N individual work together to achieve a purpose. This easily 

observable “collective intelligence” arises from repetitive behaviors of individuals. 
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4. Experiments 

 In this study, SVM parameter optimization over German Credit data has done using 

SSA and CSA algorithms. The two algorithms compared with each other and the literature. 

RBF (Radial Basis Function) kernel function were used in SVM. Two parameters of SVM 

were optimized. These are balancing parameter between error rate and generalization called 

𝐶 and RBF kernel parameter 𝛾. Every population member in the optimization algorithms are 

defined as a combination of 𝐶 and 𝛾. An SVM block were used as fitness functions of the 

optimization algorithms. Parameters that provide best SVM accuracy were stored in each 

iteration. Best parameters were given when the end criterion. These best parameters were fed 

into a 10-fold cross validation SVM block and results were gained. 

 German dataset classifies people described by a set of attributes as good or bad credit 

risks. It includes 1000 instances and 24 attributes. The original dataset, in the form provided 

by Prof. Hofmann, contains categorical/symbolic attributes. For algorithms that need 

numerical attributes, Strathclyde University produced a numerical file. This file has been 

edited and several indicator variables added to make it suitable for algorithms which cannot 

cope with categorical variables.   Several attributes that are ordered categorical (such as 

attribute 17) have been coded as integer.   

Table 1. SSA and CSA performance results 

Algorithm 
Performance 

Criteria 
Results 

SSA 

Accuracy 0.72±4.62 

Sensitivity 0.41±0.03 

Specificity 0.97±0.02 

AUC 0.63±0.04 

CSA 

Accuracy 0.71±3.53 

Sensitivity 0.43±0.09 

Specificity 0.82±0.02 

AUC 0.70±0.05 
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 In Table 1, accuracy, sensitivity, specificity and AUC values of SSA and CSA 

algorithms are given. SSA algorithm gave 72% accuracy rate and it’s better than the CSA’s 

71% accuracy rate. Both algorithms gave low sensitivity values. 

 

Figure 2. ROC curves of SSA and CSA 

In Figure 2, ROC curves for SSA and CSA over 10-fold cross validation can be seen. CSA 

algorithm show a better ROC curve than SSA algorithm. CSA curve is in the area accepted 

as “normal” but SSA curve is close to the “bad” area. In Figure 3, boxplots of SSA and CSA 

can be seen. SSA boxplot draws a narrower box. CSA boxplot is higher than SSA boxplot. 

It can’t be concluded for sure, but it can be said that there is a possibility CSA has better 

distribution than SSA. 

 

5. Conclusion 

In this study, German credit risks classification has done using Support Vector 

Machines. SSA and CSA algorithms used for the parameter optimization of SVMs. RBF 

kernel function used in SVM experiments. 𝐶 and 𝛾 parameters were optimized. 10-fold cross 

validation average accuracy values were used as fitness functions of optimization algorithms. 

Both algorithms achieved similar results, but CSA algorithm draws better ROC curve and 
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boxplot. Experiments show that both algorithms can compete for SVM parameter 

optimization. 

 

Figure 3. Boxplots of SSA and CSA 

In future studies, we will consider different SVM kernel functions. Even though RBF 

is the most used kernel function, it can’t always be better than other kernels like sigmoid, 

polynomial etc. 
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