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Abstract 

Since real-world problems have multi-objective optimization problems, 

algorithms that solve such problems are getting more important. In this study, a new 

multi-objective artificial bee colony algorithm is proposed for solving multi-objective 

optimization problems. With the proposed algorithm, non-dominated solutions are kept 

in the fixed-sized archive. It has benefited from the crowding distance during the selection 

of elite solutions in the archive. Moreover, the onlooker bees are selected from the archive 

members with the proposed algorithm. It is aimed to improve the archive members with 

this modification. To evaluate the performance of the proposed algorithm, ZDT1, ZDT2 

and ZDT3 from ZDT family of benchmark functions were used as multi-objective 

benchmark problems and the results were compared with MOPSO and NSGA-II 

algorithms. The results show that the proposed algorithm is an alternative method for 

multi-objective optimization problems.  

Keywords: Optimization, multi-objective optimization, artificial bee colony algorithm, 

swarm intelligence  

 

1.  Introduction 

Many of the problems in the real-world are defined as problems with more than 

one and often conflicting goals [1]. Since achieving these goals is an optimization 

process; such a problem is called a multi-objective optimization problem (MOP). A 

general MOP can be expressed by (1)–(3): 
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𝐹(𝑥) = {𝑓1(𝑥), 𝑓2(𝑥), … , 𝑓𝑚(𝑥)}, 

𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑑) & 𝑚 > 1 

(1) 

Constraints:  

ℎ𝑖(𝑥) < 0 𝑓𝑜𝑟 𝑖 = 1, 2, … , 𝐼 (2) 

𝑔𝑖(𝑥) = 0 𝑓𝑜𝑟 𝑖 = 1, 2, … , 𝐽 (3) 

where 𝑥 is decision vector with 𝑑 dimensions; 𝐹(𝑥) is a set of objective functions; 

ℎ(𝑥) and 𝑔(𝑥) are inequality and equality constraints of the problem. 

Moreover, there are some concepts in multi-objective optimization: Pareto-

dominance: It is a method used to compare two solutions. To say that the solution 𝑎 

dominates the solution 𝑏, the solution 𝑎 must not be worse for all objective functions and 

be good from the solution 𝑏 for at least one objective function. Pareto-optimal: If there 

is no solution that dominates the solution 𝑎, the solution 𝑎 is called pareto-optimal 

solution. Pareto-optimal set: This set consists of pareto-optimal solutions.  

In this process, optimization algorithms which provide many alternative solutions 

to decision-makers are used to solve these problems. In this study, artificial bee colony 

(ABC) algorithm is used to solve MOP. ABC algorithm is a popular algorithm proposed 

for numerical problems in 2005 [2]. Due to its easy applicability and low parameters, it 

has become a frequently used algorithm for solving optimization problems [3]. The ABC 

algorithm showed superior performances when compared with other algorithms known 

for solving single-objective problems. Along with single-objective problems, the 

literature suggests that the ABC algorithm is proposed for MOPs [4-10].  

In this work, a new multi-objective ABC (MOABC) algorithm is proposed for 

MOPs. The proposed algorithm is applied on ZDT1, ZDT2 and ZDT3 from ZDT family 

benchmark functions and the results are compared with MOPSO [11] and NSGA-II [12] 

algorithms from other multi-objective optimization algorithms. 

 

2.  Materials and Methods  

2.1. Multi-Objective Artificial Bee Colony Algorithm (MOABC) 

ABC algorithm has been proposed by Karaboğa in 2005 [2]. This algorithm, 

which consists of three artificial bees, includes employed, onlooker and scout. The 

employed bees bring nectar to their hives from food sources and share the obtained 

information about the sources with the other bees in the hive. The onlookers select a food 
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in the light of this information. In the algorithm, the exhaustion status of the sources is 

kept in the trial counter. If the counter of a source used by employed bee has reached the 

predetermined limit value, the employed bee is called as the scout bee and search for new 

source. 

In the MOABC algorithm proposed in this work, initial solutions are generated 

firstly. Among these solutions, non-dominated solutions are kept in an archive. 

Improvement of the current solutions is provided by employed bee stage. New solutions 

are found in (4): 

𝑣𝑖𝑗 =  𝑥𝑖𝑗  +  𝛿 ∗  (𝑥𝑖𝑗  − 𝑥𝑘𝑗)  (4) 

where 𝑥𝑖𝑗 is current solution, 𝑥𝑘𝑗 is neighbor solution (𝑖 ≠ 𝑘) and 𝑣𝑖𝑗 is new 

candidate solution. 𝛿 is a random value in the range [−1,1].  

A new solution is selected by applying greedy selection method between the 

candidate solution and current solution. If the selected solution is the current solution, the 

trial counter is incremented. If it is the new solution, the counter is reset to zero. The 

obtained solutions are compared with each 𝐴𝑅 member from the archive and the archive 

is updated. This ensures that up-to-date solutions are retained in the archive. The 

employed bee stage and archive update procedure are shown by 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 1 and 

𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 2, respectively. 

𝐹𝑜𝑟 𝑖 = 1 𝑡𝑜 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑁𝑢𝑚𝑏𝑒𝑟/2 

 𝑆𝑒𝑙𝑒𝑐𝑡 𝑟𝑎𝑛𝑑𝑜𝑚𝑙𝑦 𝑎 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 𝑗 𝑎𝑛𝑑  

𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟 𝑘 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 (𝑖 ≠ 𝑘) 

 𝑣𝑖𝑗 =  𝑥𝑖𝑗  +  𝛿 ∗  (𝑥𝑖𝑗  −  𝑥𝑘𝑗)  

        𝐼𝑓 𝑣𝑖  𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑠 𝑥𝑖   

               𝑥𝑖 = 𝑣𝑖 

               𝑡𝑟𝑖𝑎𝑙𝑖  =  0 

        𝐸𝑙𝑠𝑒 𝑖𝑓 𝑥𝑖𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑠 𝑣𝑖 

                        𝑡𝑟𝑖𝑎𝑙𝑖  =  𝑡𝑟𝑖𝑎𝑙𝑖  +  1 

        𝐸𝑙𝑠𝑒 𝑖𝑓 𝑣𝑖𝑎𝑛𝑑 𝑥𝑖𝑎𝑟𝑒 𝑛𝑜𝑛 − 𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑑 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠 

               𝐼𝑓 𝑟𝑎𝑛𝑑 <  0.5 

                       𝑥𝑖 = 𝑣𝑖 

                       𝑡𝑟𝑖𝑎𝑙𝑖  =  0 
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               𝐸𝑙𝑠𝑒 

                       𝑡𝑟𝑖𝑎𝑙𝑖  =  𝑡𝑟𝑖𝑎𝑙𝑖  +  1 

               𝐸𝑛𝑑 𝐼𝑓 

        𝐸𝑛𝑑 𝐼𝑓 

𝑈𝑝𝑑𝑎𝑡𝑒𝐴𝑟𝑐ℎ𝑖𝑣𝑒(𝑣𝑖, 𝐴𝑅) 

𝐸𝑛𝑑 𝐹𝑜𝑟 

𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 1. 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑 𝐵𝑒𝑒 𝑆𝑡𝑎𝑔𝑒 

𝐹𝑜𝑟 𝑖 = 1 𝑡𝑜 𝑙𝑒𝑛𝑔𝑡ℎ(𝐴𝑅) 

       𝐼𝑓 𝑣 𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑠 𝐴𝑅𝑖  

              𝐴𝑑𝑑 𝑣 𝑡𝑜 𝑡ℎ𝑒 𝑎𝑟𝑐ℎ𝑖𝑣𝑒 

       𝐸𝑙𝑠𝑒 𝑖𝑓 𝐴𝑅𝑖𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑠 𝑣 

              𝐷𝑜 𝑛𝑜𝑡ℎ𝑖𝑛𝑔 

       𝐸𝑙𝑠𝑒 𝑖𝑓 𝐴𝑅𝑖 𝑎𝑛𝑑 𝑣 𝑎𝑟𝑒 𝑛𝑜𝑛𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑑 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠 

              𝐴𝑑𝑑 𝑣 𝑡𝑜 𝑡ℎ𝑒 𝑎𝑟𝑐ℎ𝑖𝑣𝑒 

       𝐸𝑛𝑑 𝐼𝑓 

𝐸𝑛𝑑 𝐹𝑜𝑟 

𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 2. 𝐴𝑟𝑐ℎ𝑖𝑣𝑒 𝑈𝑝𝑑𝑎𝑡𝑒 𝑃𝑟𝑜𝑐𝑒𝑑𝑢𝑟𝑒 

The onlooker bees in the MOABC are accepted as archive members in contrast to 

the basic ABC algorithm, and another archive member is used to improve an archive 

member. This process is represented by (5): 

𝑣𝑖𝑗 =  𝑥𝑖𝑗  +  𝛿 ∗  (𝑥𝑖𝑗  − 𝑥𝑘𝑗) (5) 

where the candidate solution 𝑣𝑖𝑗 in the onlooker bee stage is produced by using 

𝐴𝑅𝑖𝑗 which is an archive member, and 𝐴𝑅𝑘𝑗 is a neighbor archive member (𝑖 ≠ 𝑘). When 

a neighbor archive member is selected, the crowding distance (𝐶𝐷) values of all archive 

members are calculated [12] and the member 𝐴𝑅𝑘𝑗 with the lowest 𝐶𝐷 value is selected. 

The 𝛿 is a random value in the interval [−1,1]. 

The current solution is an archive member, and the candidate solution is produced 

by using the archive members as in (5). The archive update procedure shown in 

𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 1 is used between these two solutions. Along with this process, it is aimed to 

increase the local search ability of the algorithm in the archive members. The onlooker 

bee stage is shown in 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 3. 
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𝐹𝑜𝑟 𝑖 = 1 𝑡𝑜 𝑙𝑒𝑛𝑔𝑡ℎ(𝐴𝑅)  

 𝑆𝑒𝑙𝑒𝑐𝑡 𝑟𝑎𝑛𝑑𝑜𝑚𝑙𝑦 𝑎 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 𝑗  

 𝑆𝑒𝑙𝑒𝑐𝑡 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟 𝑘 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑎𝑟𝑐ℎ𝑖𝑣𝑒 

(𝑖 ≠ 𝑘)𝑎𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔 𝑡𝑜 𝑐𝑟𝑜𝑤𝑑𝑖𝑛𝑔 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑣𝑎𝑙𝑢𝑒𝑠 

 𝑣𝑖𝑗  =  𝐴𝑅𝑖𝑗 +  𝛿 ∗  (𝐴𝑅𝑖𝑗  −  𝐴𝑅𝑘𝑗)  

 𝑈𝑝𝑑𝑎𝑡𝑒𝐴𝑟𝑐ℎ𝑖𝑣𝑒(𝑣𝑖 , 𝐴𝑅) 

𝐸𝑛𝑑 𝐹𝑜𝑟 

𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 3. 𝑂𝑛𝑙𝑜𝑜𝑘𝑒𝑟 𝐵𝑒𝑒 𝑆𝑡𝑎𝑔𝑒 

A fixed-sized archive is used in the MOABC algorithm. When the archive is 

updated, the archive size is controlled. If the size reaches a predetermined value, elite 

archive members are kept in archive. 𝐶𝐷 values are used in the selection of elite members. 

As in the basic ABC, in the MOABC algorithm, the trial counters of the food 

sources are controlled in the scout bee stage. If there is a food source that reaches the 

predetermined limit value, the new position is determined for that. There can be only one 

scout bee in every cycle. The stopping criterion is the number of evaluations. When the 

stopping criterion is satisfied, operation of the algorithm is terminated, and the current 

archive is returned as a result. The scout bee stage is represented by 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 4: 

𝐷𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒 𝑜𝑛𝑙𝑦 𝑜𝑛𝑒 𝑥𝑖 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑡𝑟𝑖𝑎𝑙 𝑖𝑛 𝑡ℎ𝑒 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 

𝐼𝑓 𝑡𝑟𝑖𝑎𝑙𝑖  ≥  𝑙𝑖𝑚𝑖𝑡 

       𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑓𝑜𝑟 𝑥𝑖 

       𝑡𝑟𝑖𝑎𝑙𝑖 = 0 

𝐸𝑛𝑑 𝐼𝑓 

𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 4. 𝑆𝑐𝑜𝑢𝑡 𝐵𝑒𝑒 𝑆𝑡𝑎𝑔𝑒 

 

3.  Experiments 

The proposed MOABC algorithm is compared with MOPSO and NSGA-II 

algorithms based on the test functions using performance metric results. 

3.1. Test Functions 

In this study, ZDT1, ZDT2 and ZDT3 functions were used as test functions. ZDT 

test functions [13] are widely used in evaluating the performance of multi-objective 

optimization algorithms. The problems used are MOPs with unconstraint two objectives. 

3.2. Performance Metric 
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The Inverted Generational Distance (𝐼𝐺𝐷) [14] metric was used to evaluate the 

performance of the MOABC algorithm. With this metric, both the diversity and the 

convergence of the algorithm are examined. The metric calculates the distance between 

the true pareto-front and the obtained pareto-front by the MOABC algorithm. The low 

𝐼𝐺𝐷 value indicates the success of the algorithm. 𝐼𝐺𝐷 value is expressed as (6): 

𝐼𝐺𝐷(𝑂𝑃𝐹, 𝑇𝑃𝐹) =  
∑ 𝑑(𝑖, 𝑂𝑃𝐹)𝑖𝜖𝑇𝑃𝐹

|𝑇𝑃𝐹|
 (6) 

where 𝑇𝑃𝐹 is true pareto-front, 𝑂𝑃𝐹 is obtained pareto-front by the MOABC 

algorithm. 𝑑(𝑖, 𝑂𝑃𝐹) is minimum Euclidean distance. |𝑇𝑃𝐹| is number of 𝑇𝑃𝐹 solutions. 

3.3. Parameter Settings 

The decision variable number for the test functions is set to 30. The number of 

population is 50, and the maximum number of evaluations is 1,0E+5. The results obtained 

10 independent runs. Additionally, the limit value for the food sources is set to 5 in the 

MOABC algorithm. In this study, the results of the MOPSO and NSGA-II algorithms 

used for comparison were obtained from the PlatEMO platform (which can be 

downloaded from link: http://bimk.ahu.edu.cn/index.php?s=/Index/Software) [15]. 

 

4.  Results and Discussion 

The results obtained from the MOPSO, NSGA-II and MOABC algorithms 

proposed in this study for ZDT1, ZDT2 and ZDT3 test functions are shown in Table 1. 

Average 𝐼𝐺𝐷 values and standard deviation values are included in the table. 

Table 1. IGD and Standard Deviation Values for ZDT1, ZDT2 and ZDT3 

Test 

Functions 

Error 

Values 
MOPSO NSGA-II MOABC 

ZDT1 
Mean 4,96E+1 1,09E-2 7,63E-3 

Std 1,37E+1 6,65E-4 7,22E-4 

ZDT2 
Mean 6,18E+1 1,12E-2 1,05E-1 

Std 9,80E+0 8,67E-4 1,53E-1 

ZDT3 
Mean 5,59E+1 1,83E-2 9,50E-3 

Std 1,15E+1 1,15E-2 1,27E-3 
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Table 1 shows performance comparisons for MOPSO, NSGA-II and the proposed 

MOABC algorithms for ZDT1, ZDT2 and ZDT3 functions. As can be seen, the MOABC 

algorithm achieved better results than MOPSO and NSGA-II algorithms for ZDT1 and 

ZDT3. For ZDT2, while the proposed MOABC algorithm yields better results than the 

MOPSO algorithm, the algorithm that achieves the best result is NSGA-II. The 

distributions of the solutions obtained by MOABC algorithm on the true pareto-front are 

shown in Figures (1)–(3). 

 

Figure 1. Pareto-front of MOABC algorithm on ZDT1 function 

 

Figure 2. Pareto-front of MOABC algorithm on ZDT2 function 

 

Figure 3. Pareto-front of MOABC algorithm on ZDT3 function 
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As shown in Figures (1)–(3), the MOABC algorithm showed a good distribution 

on the true Pareto-front with the solution variability. It seems that the non-dominated 

solutions obtained by the MOABC algorithm cover the true pareto-front. 

 

5.  Conclusion 

In this study, MOABC was proposed to solve MOPs. In the proposed algorithm, 

an improvement has been made in the onlooker be stage, and the results were compared 

with the MOPSO and NSGA-II algorithms. Three functions of the ZDT benchmark 

family were selected as the test function. 𝐼𝐺𝐷 metric was used as performance metric. It 

is seen that the proposed MOABC algorithm is an alternative solution method to solve 

MOPs. In future works, the performance of MOABC algorithm can be evaluated in other 

test and engineering problems. 
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